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ABSTRACT

This research article presents a comprehensive exploration of web scraping techniques for the automatic collection and analysis of scientific
literature from prominent web repositories like Google Scholar. The primary objectives include transforming unstructured web data into a
structured format, accommodating secure HTTPS and Ajax-enabled websites, and identifying best practices to bypass security measures ef-
fectively. A key focus lies in employing a locality-sensitive hashing text similarity algorithm to discern the most pertinent research papers. By
achieving these objectives collectively, this study offers valuable insights for researchers, librarians, and data enthusiasts seeking efficient
methods to extract and curate relevant scholarly content from the web. These findings have significant implications in streamlining infor-
mation retrieval processes and ensuring. that researchers can access the mast crucial literature.in their respective fields while adhering to ethi-
cal and legal considerations.
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1 INTRODUCTION

Ypical review that is literature are the ones that work on uncovering what is already understood in the body of knowledge, aiming educa-
tional debates towards advanced advancements. These procedures tend to be very important towards starting any considerable scientific
tests. These processes had been around for many years to help researchers through the rules of scholastic learnings [1-3]. The execution
can still be classified as daunting despite the benefits attained from effective methodological processes. Academic authors, especially when
literary works this is certainly performing, suffer with a few issues. The following are between the conditions that tend to be top faced [4]:
1. Absence of consistency when one looks at the reported results
2. Potential towards uncovering defects within previous study (predicated on design, data collection instruments, sampling, in-
terpretation, etc.)
3. Research may have already been performed on various information populations, which could trigger doubt about explanation
of past scientific studies’ results Etc.
This departs a few available concerns within the minds of educational article writers, which then reveal some of the main qualities of aca-
demic journals, hence hindering high quality for example. These characteristics are: level and breadth, rigor and persistence, clarity and
brevity, furnishing the beds base for effective evaluation and synthesis [5].
To modify the running headings, select View | Header and Footer. Click inside the text box to type the name of the journal the article is being
submitted to and the manuscript identification number. Click the forward arrow in the pop-up tool bar to modify the header or footer on subse-
quent pages.
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1.1 Background and Motivation

In the field of scholarly examination, information assumes a significant part: a scientist, market examiner, or scholar gathers information from
various sites for a better turn of events. Researcher face difficulty in accessing data for their research. Today, increasing digitalization pro-
cesses of body of knowledge has led to zettabytes (billions of gigabytes) of data available on the World Wide Web (Web). This data provides
real-time representations of many processes, relationships, and communication in the literature. Therefore, these large Webdata bases provide
academic researchers with data collection opportunities to answer new and old research questions with robustness, accuracy, and time and
improve organizational performance. In addition, experts can use Web data by developing better customer perceptions and developing better
strategies based on these findings. Web scraping can fit in very nicely in this process.

Web scraping is the process of automatically extracting web data instead of copying it manually. The interaction by which coherent infor-
mation is extracted from web sites and put away in a nearby data base. It is done with web scrapers with the assistance of uncommonly coded
programs. It may have been traditionally compiled for an accurate website or efficiently designed to work with any site.

The process of the Web scraper focuses on the collection of random data, while 70% of the facts promoted on the Internet are found in PDF
documents that are random and difficult to manage. Additionally, a web page is a structured format (containing HTML code) is a structured
format. To ensure this text's possibility (HTML documents), its structured nature produces the potential expressed through scrubbing process-
es. Web-based removal tools and tools rely on the organization and resources of HTML language. This will empower the errand of scratching
apparatuses and robots, thus empowering people without the tedious tasks of physically accessing data. In conclusion, these tools jeopardize
information in available organizations for cutting edge time and combination: JSON, XML, CSV, XLS or RSS [1].

Semantic Web addresses current web problems by editing content on the Web, incorporating semantics, and extracting the maximu m benefits
of web and web processing power. As explained in [2], "The semantic web is an extension of the current web In the information provided by
a well-defined definition, which allows better computers and people to work together” [1]. It is an idea: the concept of having data on the
Web is defined and connected in such a way that it can be used by machines not only for display purposes but by automation, integration, and
reuse of data in various applications [2]. Web Mining plays a crucial role in achieving this as it can quickly and easily find the information we
need. Web mining means the discovery and analysis of useful information on the Wor Id Wide Web. It is primarily a source of helpful infor-
mation and information from many web pages and can be considered continuous data mining on the Web, automatically drawing, measuring,
analyzing, and explaining data [3].

There are various types of web mining where web digging is a worsening process used to obtain automatic information access for user access
patterns from multiple web servers. Web usage mines are defined as removing logical user patterns from logs to access a web server using
data mining techniques [4]. Web scraping is the procedure of collecting helpful information from the web automatically [5]. It has been re-
written as a web data extraction and extracting useful information from HTML pages in various ways. It may be done as a content rendition
for UNIX initially and can utilize a prearranging language known as Prolog Server Pages (PSP) in light of Prolog language where PSP is
implanted in HTML language to erase HTML pages.

A significant element of the semantic site is incorporating proper design and semantics in the current or less organized substance of the cur-
rent Web, and semantic comment is an approach to make the data work better or more effectively. The semantic modifier gives a more exact
meaning of the data contained in the content and is semantics behind the scenes [6] [7].Information examination is an approach to separate
answers for issues by posing inquiries and deciphering information. The investigation interaction has problems recognizing issues, tackling
admittance to applicable information, figuring out which technology can help track down an intriguing issue arrangement and pass on the
outcome. For scientific purposes, data should be classified into various strides by beginning like its coordination, altering, cleaning, re- exam-
ination, application models and calculations, and the outcome. The web scrubber instrument is utilized for data from the website admin, and
as a feature of the utilization of web orders, electronic and information mining, online acknowledgment changes, and subsidiary checking,
filtering a component (seeing test), gathering world entries, climatic information testing, site page exchanging, testing, online closeness and
notoriety, web mashup and, online information joining [2].

2 LITERATURE REVIEW

Research papers and their writers, however, need certainly to proceed through an experience that is exhaustive continue to pace utilizing the
ever-changing needs of this publication committees. Ergo, there was need that is considerable an program that could allow researchers to
quickly download, sort and keep maintaining their papers and magazines with minimum work from the individual end. The inspiration for
this development is described as an exponential development in study output from the scientific neighborhood within a globe where technical
development forms the forefront of our lives [8].

Main goal of Web Scraping is always to draw out information from a single or web sites which can be numerous procedure it into quick
frameworks such as for instance spreadsheets, database or CSV file. Nonetheless, along with be an extremely task this is certainly difficult
Web Scraping is resource and time- consuming, mainly when it's performed manually [9]. Earlier studies have created several solutions being
computerized. The goal of this article is always to revisit different Web that is existing scraping, categories, and tools, but in addition its as-
pects of application [10].

Scientific web repositories tend to be central cyber areas where documents which can be academic saved and maintained. Using the nature
associated with unstructured and information/metadata this is certainly se mi-structured these repositories, literary works analysis for scholar
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writing becomes a challenge. Correspondingly, applying CRISP-DM presents a stance to address this challenge through formulating a rather
augmented procedure for the literature search this is certainly relevant. Nonetheless, nearly all repositories never forward have a right strate-
gy where metadata could possibly be removed for initial information handling being applied included in the CRISP-DM process [11].
Additionally, many repositories usually do not follow accessibility that is open. This report ended up being published, the main topics the
augmented, relevant literature search had seen a methodological development just, using the inability to use the root practices on a bigger
scale, offered information access limitations to open access repositories until the time [12]. The World of Web Scraper, Web scraping is linked
to internet indexing, whoever task will be list information on the net with the help of a web or bot crawler. Right here the aspect that is legal
both positive and negative edges are taken into view.

Some instances about the issues that are legal additionally taken into consideration. The Web Scraper's creating concepts and methods are
compared, it tells just how an operating Scraper was created [13]. The implementation is divided into three components: the Web Crawler to
fetch the desired links, the data extractor to fetch the information through the backlinks and storing that data right into a csv file. The Python
language is employed for the execution. On incorporating all these with the great knowledge of libraries and deali ng experience, one can
possess a scraper that is fully-fledged.

Because of community this is certainly vast collection support for Python as well as the beauty of coding form of python language, it's the
most suitable for scraping information from websites [14]. The information and knowledge that is standard are made on the root and effect
commitment, shaped an example minuscule evaluation, subjective and quantitative examination, the rationality approach of making extrapo-
lation assessment. The Web Scraper's conniving ethics and treatments are juxtaposed, it explains in regards to the doing work of how a scrap-
er is premeditated [15]. The means of its allocated into three fragments: cyberspace scraper draws the specified links from internet, and then
the information is removed to get the data through the origin links and finally stowing that data in to a csv file.

The Python language is implemented for the carrying aside. In that way, connecting all of these aided by the ethical understanding of libraries
and working knowledge, one could have a satisfactory Scraper in one hand to make the effect this is certainly desired. As a result of a com-
munity that is enormous collection resources for Python as well as the exquisiteness of coding elegant of python language, it really is most
suitable one for Scraping desired data through the desired site [16].A massive information in World Wide Web and social media marketing
features open opportunities for business and company to get the price this is certainly considerable contributes to efficient operations.
Because of this, Web Data Extraction is a device this is certainly crucial gathering and translating semi- structured papers into important in-
formation [17]. Nonetheless, one of many difficulties which are major working with changes from web papers, specially rising of JavaScript
Web development technology that has notably impacted the way to embed and making data of Web pages. In this paper [18], researchers sug-
gested a design and utilization of a Web this is certainly brand-new Data system that intends for remove data from JavaScript web programs.
The recommended system allows people to choose information which are valuable web papers by defining information removal guidelines
and information transformation patterns. The extraction engine automatically scrapes and transforms data being semi-structure relational data.
The evaluation that is initial showed that one suggested system has successfully extract data from modern JavaScript Web programs [19].
Huge amounts of information tend to be created by various people, entities, and applications and disseminated online. This volume that is
copious of data is distributed across an incredible number of internet sites and is available for various programs. Search motors do provide a
device this is certainly simple accessibility this information. Opening this information search that is using takes a user to expend time and
resources to manually click and download [20].

Clearly, this type of method that is manual maybe not scalable for the great majority of actuality applications in the enterprise and organiza-
tion degree. There occur a true wide range of automatic ways to information removal from the net. Many of these approaches are domain and
ad-hoc certain. Therefore, the need for a sturdy, automatic, user friendly framework for extracting content from the net through a minimal
work this is certainly personal domains seems enticing [21]. The entire process of examining an offered pair of data by examining, cleaning,
modeling and transforming is known as Data Analys is.

To interpret and evaluate data this is certainly wealthy, information researchers make use of the methods of data analysis to draw out im-
portant information or insights from data in different forms. This is a procedure of obtaining information being raw then transforming it into
understanding helpful for people to make choices [22].Different levels of data analysis are data collection, processing, cleansing, evaluation,
and modeling. A data which can be raw be acquired from vario us sources like interviews, newspapers, magazines, surveys, the Internet, etc.
The Web is amongst the biggest sourced elements of obtaining fixed information which are raw is easily offered. Hence, to draw out data
from the oddly structured internet world, web strategies being scraping web wrappers, HTTP programming, etc. are employed [23].

It involves data which can be gathering web pages or webpages and removing information as a result. This can include internet crawler and
information extractor. Web crawler crawls all the backlinks contained in an internet page and stores them within a database whereas infor-
mation extractor extracts data from the stored backlinks. The target that is main of web scraping is to collect, store and analyze data [24].
Whenever amount of accessible resources of information is much as well as unlimited, the data procedure that is retrieval very difficult. Visit-
ing information resources 1 by 1 and researching data or information from all the details resources checked out will add time that is much the
entire process of rediscovering the information and knowledge [25].1t will require an approach that will gather information from numerous
resources as an entity this is certainly single enhance the process of information retrieval.

The study [26] utilizes 3 sites that are e- commerce a source of information. Through the use of the procedure this is certainly crawling create
brand new factors that will keep information from the origin information, which in turn these data is likely to be stored in a database. Web
crawling works by taking HTML tags as required, using methods being scrapping [27]. Web scraping may be the way of spontaneous assort-

Copyright © 2023 IEEE-SEM Publications



|IEEE-SEM, Volume 11, Issue 10, October 2023
ISSN 2320-9151 20

ment of information through the global World Wide Web. It is an arena with vigorous advancement which shares a goal with semantic inter-
net sight grounded for a device that traverses with abstraction of website constituents and protecting them in a data base that is local. It is
seen that, commencing a point of view this is certainly appropriate internet scraping is contrary to the terms of use in few web sites: courts
are organized for the preservation of authorized contents of commercial sites from objectionable usages even though level of protection of
these contents is not obviously established. Subsequently two dissimilar explanations for internet scraping are designated: initial one is for-
merly obtainable and castoff specifically because of this test, whereas the succeeding one is still within the development phase [28].
Removing information this is certainly useful the internet is considered the most significant problem of issue when it comes to realization of
semantic web. This might be accomplished by a few techniques among which Web Usage Mining, Web Scrapping and Semantic Annotation
plays a role that is essential. Web mining makes it possible for to learn the appropriate results from the net and it is used to extract infor-
mation this is certainly meaningful the development patterns kept back in the hosts. Web consumption mining is a kind of internet mining
which mines the offered information of accessibility routes/manners of users going to the internet sites [29]. Web scraping, another strategy,
is really a procedure for removing information that is of good use HTML pages that might be implemented using a scripting language known
as Prolog Server Pages(PSP) based on Prolog. 3rd, Semantic annotation is really a technique rendering it feasible to incorporate semantics as
well as a formal construction to unstructured textual documents, an important aspect in semantic information removal which may be per-
formed with a tool referred to as KIM(Knowledge Information Management) [30]. Data tend to be omnipresent in the Internet. Looking the
internet for of good use information and information has changed into a task this is certainly routine.

The data in the web sites are located in tables, articles, responses, nested in various HTML tags, etc. Gathering a great deal of information
from the web isn't a task that is simple but it is a great way to gather information which is often utilized in further analyzes [31]. The total
amount of analysis documents posted has actually dramatically increased over the past several years. Consequently, scientists spend a lot of
time reviewing literature this is certainly appropriate order to better understand their particular domain of great interest and maintain new
improvements. After doing literary works reviews in the area of text mining, one discovered works being numerous the ways sentence repre-
sentation in machine understanding for finding sentence similarity. These include typical bag of words, fat word that is average, case of n-
grams, and matrix-vector functions. Nonetheless, these techniques are limited in term ordering and evaluation that is semantic [32].

Data mining is the understanding breakthrough process which analyses the large volumes of data from various aspects and summarizing it
into of good use information; information mining is actually an essential and component this is certainly essential various fields of everyday
life. It really is utilized to recognize hidden design a data being big is an important data mining method with wide applications to classify
various kinds of data used in virtually every industry of person life [33]. Searches for grey literature can need sources that are substantial
undertake however their addition is important for study tasks such as for instance organized reviews. Web scraping, the extraction of pat-
terned data from website pages on the web, is developed when one look at the industry this is certainly personal company functions, however
it offers advantages that are significant those trying to find grey literature [34]. By building and sharing protocols that extract search engine
results and other data from web pages, those finding. Grey literary works can increase their transparency significantly and site performance.
Numerous options exist in terms of web-scraping software and they're introduced herein [35].

The Internet may be the vastest information and repository ever before built by mankind. The World Wide Web contains all sorts of infor-
mation various origins; several of those are social, financial, security and academic. Most people accessibility information over the internet
for academic functions. All about the internet comes in different platforms and through various accessibility interfaces [36]. Therefore, index-
ing or processing that is semantic of data through web pages might be difficult. Web Scraping may be the method which is designed to ad-
dress this matter. It's the means of extracting information on the internet through different internet scraping tools and technologies. Web
scraping is used by many people industries to quickly collect information not available various other formats [37].

Web scraping can be used to transform unstructured data available on the web into structured information that may be stored in a central da-
tabase that is local spreadsheet and that can be easily examined. The usages of web scraping will be in numerous industries, one may be a
reporter, working on a fresh story, or even a data scientist extracting a dataset that is brand-new.

It is also beneficial for climate data monitoring, website change detection, research, internet data integration, contact scraping and cost com-
parison this is certainly online [38]. The Internet provides a quantity that is huge of data that will be typically formatted because of its people,
which makes it tough to draw out relevant information from numerous sources. Therefore, the accessibility to robust, versatile Information
removal (IE) methods that transform the Web pages into program-friendly frameworks like a relational database becomes a requisite this is
certainly great [39].

Although many approaches for data extraction from Web pages being developed, there has been limited energy to compare tools which can
be such. Unfortunately, in just several cases can the results produced by distinct tools be straight compared because the extraction this is cer-
tainly addressed will vary [40]. Web Data Extraction is a proble m that is important has been studied by way of various scientific tools plus in
an extensive range of application domain names. Numerous methods to information being removing the Web being designed to resolve spe-
cific issues and operate in ad-hoc application domains.

Other techniques, alternatively, heavily reuse strategies and formulas created in the field of Information Extraction [41]. This survey in paper
[42] is aimed at offering a structured and overview that is comprehensive of analysis efforts made in the world of Web Data Extraction. The
fill rouge of one work is to supply a classification of present methods with regards to the programs which is why they have been used. This
differentiates one work from other studies dedicated to classify techniques which can be present the cornerstone regarding the algorithms,
practices and resources they normally use [43].
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One categorized Web Data removal approaches into groups and, for every single group, one illustrated the basic practices with their variants
which can be main. One grouped programs which can be existing two main areas: applications during the Enterprise amount and at the Social
Web level. This type of category relies on a reason why is twofold on o ne side, Web Data Extraction methods emerged as a crucial device to
execute data analysis running a business and Competitive Intelligence systems as well as for business procedure re-engineering [44]. On the
other hand, Web Data Extraction methods enable gathering a great deal of organized information continuously created and disseminated by
Web 2.0, Social Media and Online Social Network people and this provides unprecedented possibilities of examining human actions for a
scale this is certainly big.

One talked about additionally about the potential of cross-fertilization, i.e., regarding the possibility of re-using Web Data Extraction practic-
es initially designed to operate in a given domain, various other domains [45]. Access to amount this is certainly huge of sources on the web
is limited by searching and searching due to the heterogeneity together with not enough framework associated with the web information
sources [46]. It has resulted in the necessity for automatic Web Information removal (IE) tools that evaluate the Web pages and harvest of
good use information from loud content for almost any analysis that is more.

The aim of this review [47] is provide a review that is extensive of major Web IE resources which used for Web text and based on Document
Object Model for representing the internet pages [48]. Text mining is a procedure that is semi-automated of real information from a large
amount of unstructured information. Considering the fact that the total amount of unstructured data being generated and saved is increasing
quickly, the necessity for automated way to also process its increasing. In this scholarly study [49] one presents, negotiates and assesses the
techniques used to perform text mining on collections of textual information [50].

An instance study [51] is presented text that is using to identify groups and styles of related study subjects from three major journals within
the administration information methods field. Based on the results for this example, it's proposed that this type of analysis could be valuable
for potentially scientists in just about any field [52]. Web mining strategies seek to draw out understanding from Web information. This arti-
cle [53] provides a breakdown of previous and work that is present the 3 main areas of Web mining study content, structure, and consumption
along with promising work with semantic Web mining [54].

Today web is the method this is certainly most readily useful of interaction in modern-day business. Many companies tend to be redefining
their business strategies to enhance the continuing business result. Company over net offers the chance to clients and partners where their
products or services and business that is specific be located. Nowadays online business breaks the buffer of time and room when compared
with the office that is real. Huge businesses across the global globe tend to be recognizing that e-commerce isn't just exchanging over Inter-
net, instead it gets better the efficiency to contend with various other leaders on the market.

For this purpose information mining often called as knowledge finding can be used. Web mining is information mining method this is certain-
ly applied to the WWW. One can find vast degrees of information offered on the Internet.The automated retrieval of data from the internet,
commonly known as web scraping, has become a prevalent practice in both industry and academic research endeavors. Numerous tools and
technologies have been developed to facilitate this process. However, the ethical and legal considerations surrounding the use of these tools
for data collection are often disregarded.

Neglecting these aspects of web scraping can lead to significant ethical dilemmas and legal disputes. This paper conducts a comprehensive
review of legal literature as well as ethics and privacy literature to identify overarching areas of concern. It also presents a set of specific
questions that researchers and practitioners involved in web scraping should address. By carefully considering these questions and concerns,
researchers can proactively mitigate the risk of encountering ethical and legal challenges in their work.Scientific, political, and bureaucratic
elites employ epistemic techniques such as "big data analysis" and "web scraping™ to construct depictions of the populace and validate policy
decisions. | introduce the concept of "demos scraping” to describe these methods of acquiring information about citizens (the “"demos™)
through automated examination of digital traces, repurposed for political objectives.

This article critically examines the discourse advocating demos scraping and offers a conceptual evaluation of its democratic consequences. It
scrutinizes the assertions of demos scraping proponents who claim it can narrow the divide between political elites and the public, asserting
that it offers a more superior means of gauging the "will of the people" and enhancing democratic legitimacy. Consequently, this prompts a
critical exploration of the repercussions of demos scraping on political representation and citizen participation. Currently, demos scraping
exhibits technocratic and de-politicizing characteristics, and its operation within the broader political and economic framework makes it im-
probable to bridge the gap between elites and citizens. Adopting a post-democratic perspective, demos scraping appears as an endeavor with-
in late modern and digitized societies to grapple with the democratic dilemma posed by rising citizen expectations amidst a profound crisis of
legitimacy.

Web scraping refers to the practice of extracting valuable text information from web pages. Most of the current research in this area primarily
focuses on automating the process of collecting web data. In these studies, the typical approach involves constructing a Document Object
Model (DOM) tree and then accessing the required data through this tree structure. The time required for creating this tree can significantly
increase depending on the complexity of the DOM structure. Unfortunately, the existing literature on web scraping often overlooks the im-
portance of time efficiency
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3 RESEARH METHODOLOGY

3.1 Scrapy Shell
The Scrapy shell is an interactive shell where the scraping code is debugged very quickly, without having to run the spider. It’s meant to be
used for testing scraper code, but it can be used to test any kind of code as it is also a regular Python shell.
The shell is used for testing XPath or CSS expressions to see how they work and what data is extracted from the website that is needed to be
scraped. It allows the scraper to interactively test the expressions of a scraper while writing the spider, without having to run the spider to test
every change.
For developing and debugging the spiders the Scrapy shell is an invaluable tool If IPython installed on the operating system, the Scrapyshell
will use it (instead of the standard Python console). Smart auto completion and colorized output among other things is by the powerful IPy-
thon console.
It is highly recommended to install IPython, especially for UNIX systems (where IPython excels).
3.2 Web Crawling Framework

Scrapy, overall, is a web crawling framework written in Python. One of its main advantages is that it's built on top of Twisted, an asyn-
chronous networking framework, which in other words means that it's: a) really efficient, and b) Scrapy is an asynchronous framework. So, to
illustrate is supported under or uses Python 2.7 and Python 3.3. So a scraper can pretty much, good to go. So Python 2.6, important thing to
note support was dropped starting at Scrapy 0.20. So scrapers have to bear that in mind, and Python 3 support was added in Scrapy 1.1 with
each version of Python the support added in Scrapy.

10:55:39 [scrapy.extensions.logstats] INFO: Crawled 365 pages (at 960 pages/min), scraped (

10:55:39 [scrapy.statscollectors] INFO: Dumping Scrapy stats:
r/request_bytes': 141375,

r/request_count': 365,

r/request_method_count/GET': 365,

/response_bytes': 908977,

r/response_count': 365,

r/response_status_count/200': 365,

hson': 'closespider_timeout',
': datetime.datetime(2018, 11, 25, 9, 55, 39, 46132),

/INFO': 18,

ppth_max': 13,

received_count': 365,

dequeued': 365,

/dequeued/memory': 365,

/enqueued': 7300,

enqueued/memory': 7300,

': datetime.datetime(2018, 11, 25, 9, 55, 27, 998600)}

10:55:39 [scrapy.core.engine] INFO: Spider closed (closespider_timeout)

Figure 3.1 Scrapy’s Benchmark

The is the benchmark of scrapy which shows that scrapy is able to scrape at 960 pages/min this can be different from a pc to another re-
garding to one's CPU Performance how much ram does one have and internet speed.

So Scrapy has 5 components and here how it works the engine gets the demands which are initial crawl from the Spider. The Engine
schedules the demands in the Scheduler and wants the requests which are next crawl. The Scheduler comes back the requests which can be
next the Engine. The demands are sent by the Engine to the Downloader, passing through the Downloader Middleware’s (see process request
()). Once the page completes getting the Downloader yields a reply (with that web page) and delivers it to the Engine, moving through the
Downloader Middleware’s (see process response()). The Engine gets the Response from the Downloader and sends it towards the Spider for
processing, passing through the Spider Middleware (see process_spider_input ()). The Spider processes the Response and returns scraped
items and needs that are newt follow) to your Engine,
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Figure 3.2 Scrapy’s Architecture

3.3 JavaScript Rendering Service

Splash is like a lightweight browser. The way we interact with that browser is by writing some code that splash can understand not by us-
ing icons like Chrome for example and it's meant to be used with scrapy. JavaScript requires an engine to be executed. So each engine each
browser use including splash so Chrome has what we call the V8 engine. Firefox has spider monkey Safari has Apple Web Kit. That's the
same engine used by splash and Microsoft Edge has Chakra.

3.4 Extraction of Articles from Google Scholar

This section simplifies the data preparation phase for the automatic release of educational textbook content [14-16]. Earlier articles dis-
cussed how easily accessible web information might be recycled by cycling as part of several research procedures at various stages and over-
coming obstacles. However, the process of automatically extracting material is broken down into more than three phases (1). Access to the
Website (2). Extraction of Hyper Text Markup Language and content and (3). Exhaust structure [17].

High-tech fixes and technologies provide a variety of easy-to-use aids. These fixes are a far cry from the past, when information distribu-
tion was fraught with problems, particularly for middle-skilled users. To extract information from selected sources, many of these approaches
rely on API and code- based method websites. The integrated technology underlying three internal process processes can explain the complex
conventional issues in handling the Application Programming Interface and architectures that are code based.

To begin scrapping or crawling the site, a user must frequently enter complicated code in a variety of parameters, beginning with the URL
of the page to be crawled (Accessing the site). Given that website URLs generally contain tight coding, the issue here is the lack of robust
URL parameters.

Given that website URLSs generally contain tight coding, the issue here is the lack of robust URL parameters.

This issue surfaces again and again, particularly in the following stage of parsing of HTML and data extraction. Segmentation in HTML
and content extraction often occur by analyzing the structure of websites and content domains. A classic example where a client will
acknowledge the structure of an Xpath of a website and its name to add it / extract it to the content [18].

Many browsers now have built-in developer tools that allow web developers to examine the design of a web page.

As a result, web developers have access to a large variety of development tools. The method of obtaining web material from archives, on
the other hand, remains difficult expected to path structures. Shown in Figure 3.3a, b.
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Figure 3.3. The Google Chrome test panel that analyzes the anatomy of a web page:
(a)The parent line that highlights specific book searches; (b) highlighting the lower part of the parent's hit

3.5 Mining& Analyzing the Relevance of Literature (Modeling)

Creating a modeling class necessitates a powerful yet simple machine learning platform that allows consumers to successfully manage
their goods. Most importantly, it empowers researchers to supplement the book search process, intending to focus on the essential objectives
based on the publication criteria and the study mentioned above. The artificial intelligence forum is brimming with tools that cater to various
degrees of user developmentand topic knowledge. [19].

To help the capacity to employ various documentation operations throughout excavation procedures and the analysis of appropriate litera-
ture searches, a somewhat sophisticated tool will be necessary. Rapid miner has been outgo-to tool because of its efficiency and ease of
use.The following is a higher-level view of text mining as a follow-up to the web-based activity.

To help the capacity to employ various documentation operations throughout excavation procedures and the analysis of appropriate litera-
ture searches, a somewhat sophisticated tool will be necessary. Rapid miner has been outgo-to tool because of its efficiency and ease of
use.The following is a higher-level view of text mining as a follow-up to the web-based activity. The aforementioned can be balanced in order
to readily reproduce the accurate search strategy and summary suggested in the literature while also promoting widespread acquiring because
of its simplicity. A similar analogy, Figure 3.5a, b shows a high level of textual extraction process designed to identify termsimilarities be-
tweenthe texts used.
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Figure 3.5. (a) Rapid miner (b) Text-mining
It can be seen that all of the items below are GUI-based items that work to increase ease ofuse and time value from the tool.

4 RESULTS AND DISCUSSIONS

4.1 Results and Discussions
So after launching the spider from 4.4 Crawler Avoiding Ban ‘scrapy crawl GoogleSchoalar —o data.json’ after running the command the
results are shown below

'scrapy.extensions.logstats.LogStats',
'scrapy.extensions.throttle.AutoThrottle']

2018-09-28 01:24:08 [scrapy.middleware] INFO: Enabled downloader middlewares:

['scrapy.downloadermiddlewares. robotstxt.RobotsTxtMiddleware",
'scrapy.downloadermiddlewares.httpauth.HttpAuthMmiddleware',
'scrapy.downloadermiddlewares.downloadtimeout.DownloadTimeoutMiddleware',
'scrapy.downloadermiddlewares.defaultheaders.pefaultHeadersmiddleware',
'demo_crawl .middlewares.UserAgentRotatorMiddleware’,
'scrapy.downloadermiddlewares.retry.RetryMiddleware’,
'scrapy.downloadermiddlewares.redirect.MetarRefreshmiddleware',
'scrapy.downloadermiddlewares.httpcompression.HttpCompressionMiddleware',
‘scrapy.downloadermiddlewares.redirect.RedirectMmiddleware’
'scrapy.downloadermiddlewares.cookies.CookiesMiddleware'
'scrapy.downloadermiddlewares.httpproxy.HttpProxyMiddleware'
'scrapy.downloadermiddlewares.stats.Downloaderstats',
'scrapy.downloadermiddlewares.httpcache.HttpcacheMiddleware']

2018-09-28 01:24:08 [scrapy.middleware] INFO: Enabled spider middlewares:

['scrapy.spidermiddlewares.httperror.HttpErrorMiddleware’,
'scrapy.spidermiddlewares.offsite.offsiteMiddleware’,
'scrapy.spidermiddlewares.referer.RefererMiddleware’,
'scrapy.spidermiddlewares.urllength.UrlLengthmiddleware',
'scrapy.spidermiddlewares.depth.DepthMiddleware']

Fig 4.1 Execution of the spider for 4.4

And after opening data.json in web scraper we will see some of the scraped articles have the user agents ‘4’ and others have user agent ‘7’

"Keyword": "Article", "user-agent": "agent_4"}, !W-

on-GoogleScholar--conquerentrequests-12", :

"Article", "user-agent": "agent_4"}, ", "user-
agent": "agent_4"}, agent": "agent_4"},

"GoogleScholarPagination”, "user-agent":

"agent_7"}, ', "Keyword": "Article", "user-agent":
n gent_7"" ‘;,‘\1.‘.;; ’.‘\“ 7‘__"‘__429”’ |I;\; -
HQJ'i’.’"’ user- :‘T n: "__“ﬁ' ~u}’ |Artic1eu,
"user-agent": "agent_7"},

Fig 4.2 Data received from the execution of spider
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The execution of the command of fig 4.29 in 4.5 ‘Bypass 504 HTTP Error’

Fig 4.3 Command execution

Now executing the spider scrapy crawl Articles

Fig 4.4 Executing the spider to reduce 504 error

Now let’s take a look at scrapy stats if you can see here we have 504 Gateway is equal to 160 this is too much and this also means that
amount of memory that | dedicated to the virtual machine wasn't sufficient at all

Fig 4.5 504 Gateway Error

So overall solution to this is that this technique of bypassing 504 error will work again if a real time scraper is made by practicing web scrap-
ing techniques by studying the past research articles along with finding out new techniques to bypass 504 error and making an application in
which all the operations will be carried out which will run on system that must have higher CPU and higher memory because low CPU and
lower memory systems can’t handle the web scraping techniques now so for that a scraper must have a High-end CPU. Now executing the
spider scrapy crawl ‘GoogleScholar’ for fig 4.41 in 4.6 to get scraped research articles.

Fig 4.6 Execution of spider for Articles
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Following are the research articles scraped through crawlers along with the pdf links
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Fig 4.7 Scraped Research Articles
Now here is the data set for all the research articles scraped after the execution of the spider a scraper have to check the data.json
file to make sure the crawler bypassed the 504 error and had been successfully executed. In our case the scraper or spider was successfully
executed

Fig 4.8 data.json file containing scraped Research Articles

After applying modeling on the articles received from .json It can be seen right away that the top examined phrases are centered
around terms like text mining , web crawling, research methodology, python, excel, data analysis, web scraping, and so on. In the case of
post-implementation, however, this is not the case. It was noticed from the web scraping, although making a minor proportion of appearances
across the literature extracted from journals.
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Row No. word in documents tot in class (MIS Quarterly) in class (Journal of IEEE)
1

199 text mining 24 : 24 1 9

200 web crawling 3 3 0 1

201 research methodology 6 6 1 5

202 python 4 4 0 4

203 excel 4 4 0 1

204 data analysis 7 7 2 2

205 web scraping 5 5 2 2

206 Information retrieval 5 5 1 1

207 web data extraction 3 3 1 0

208 practice 7 7 0 3

209 json 7 7 0 2

Table 4.1 with just five instances in total, the phrase “webscraping" is ranked as the 205th most common term in the produced N-
Grams.

Original Title 1 original Title 2 Similarity
Web Scraping And Data Acquisition Using Google Web Scraping Scientific Repositories for Augmented 0.501
Scholar Relevant Literature Search Using CRISP-DM

Web Scraping State-of-the-Art and Areas of Data Analysis by Web Scraping using Python 0.600
Application

Towards data extraction of dynamic content from Articulating the construction of a web scraper for 0578
JavaScript Web applications massive data extraction

Analysis Of Different Web Data Extraction A Review on Web Scrapping and its Applications 0.587
Techniques

Information Extraction Using Web Usage Mining. Tools to Support Systematic Literature Reviews in 0.592
Web Scrapping and Semantic Annotation Software

Consequently, the findings demonstrated how the suggested technique may be used to supplement the activities of a relevant litera-
ture search. As a result, researchers will be able to attain the objectives of breadth and depth of knowledge, rigor and consistency of compre-
hension and application, as well as clarity and brevity of analysis, synthesis, and assessment more simply and effectively.
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5 CONCLUSION AND FUTURE WORK

So when to scrape websites and when to not and Now the very first thing a scraper have to check when scraping a website is terms of services
and the robot.txt file now the robot.txt file is used by websites owners they can specify what website pages that can be scraped or not so if a
scraper finds the web page that tries to scrape is forbidden in the robot.txt file In this case scraper is not allowed to scrape that website.

The second main thing a scraper have to check is does the website have a public API. If yes a scraper have to check if there are some limita-
tions because some websites limit the amount of request. Next a scraper have to check if the API provides all the data it wants now in case of
the API is paid it doesn't provide all the data and it has some limitations In this case the only solution you have is to use web scraping on it.
So a scraper have to keep itself up to date with web scraping technology to avoid any kind of wastage and an if a scraper works further in this
a scraper must develop an application in which all these techniques and operations of a crawler, scrapy and splash should be carried in order
to scrape websites along with reducing 504 error and additionally if a scraper wants any other technique no related to crawler to work with
scrapy and splash like similarity detection technique then a separate portion must be added to that crawler application which will focus on
extracting websites using all the techniques and applying similarity detection technique within that application on real time.
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