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ABSTRACT

Popular macroeconomic indicators, especially Gross Domestic Product (GDP), inflation rate, currency exchange rate, and interest rate, are
currently used in describing countries” economic downturns and upturns. Decision-makers use these economic indicators to assess their coun-
tries” economies’ growth. Moreover, these indicators’ impacts varies across countries and over time. Paying more attention to financial signs,
i.e., economic indicators, can give an alert to decision-makers towards their country’s economy growing head. The main objective of this
paper is to exploit the economic indicators as tools to decision-makers to assess their economic policies and evaluate their country’s econom-
ic growth behaviors. In this research, a survey will be conducted on the popular machine learning techniques that are used in predicting eco-
nomic indicators and their impacts on the economic growth of different countries.

Keywords : Economic indicators, Machine learning, Economic Prediction, Economic growth.

1 INTRODUCTION

Nowadays, we live in the digital era, where digital transformation strategies pervade many countries’ planning. Thus, Key Performance Indi-
cators (KPIs) become the main pillars in assessing and evaluating the development in any country in many fields, e.g, economic policy, health
care, education, public safety, and environmental protection. All these fields are managed through indicators and quantitative assessments as
signs for country’s development. Recently, decision-makers in different countries paid attention to study the economic field in their countries
as an indicator of country development. Decision-makers exploited different KPI indicators in the economic field to design and assess their
policies and developing plans towards their countries, not only for comparing their economic status to other countries [28].

Many popular economic indicators, provide an overall viewof economic developments within the country economic and financial ecosys-
tems, e.g., national accounts, domestic demand, production, labor market indicators, business, and consumer opinions, prices, finance, manu-
facturing, foreign trade, construction, and balance of payments. All these indicators are well known, widely collected and used by countries.
Besides, the methods for their collection and adoption are usually well established and documented in each country [33]. Moreover, these
indicators are considered as the important tools for policy makers in their national level strategic planning regards the economy.

Economic indicators play a crucial role in macroeconomic scenario forecasting and are one of the main contributors in the decision-making
process for federal and regional governments. To realize an accurate macroeconomic scenario forecasting, it is necessary to build a precise
economic model that would optimize the selected indicators values for the model realization. The selection of the economic indicators is also
affected by the development tendencies of the country as a whole and its regions [4].

Building a precise economic model for the country has been also affected by the fast improvement of the economy, especially, the noticeable
rise of economic markets all over the world have turned to possess complicated behavior with non-linear nature that impacts the economic
indicators. Thus, precise economical-based plans are urgently needed to mitigate such complicated and non-linearity behavior. Also, these
plans helped in selecting the appropriate economic indicators. It is a basic economic drawback of households, businesses, and the government
to make a decision the way to use their restricted resources and to form selections and to make choices when allocating these scarce resources
between different options. In order to build a precise economic model that monitors all the economic changes in the country and assess deci-
sion-makers in maintaining their economic policies within the country’s development plan, economic indicators forecasting became the prin-
cipal concern for many decision-makers as it is one of its tools in their strategic planning.
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Economic indicators forecasting is to make predictions regarding an economy indicator state. Such predictions are significant from a social,
governmental, and financial perspective. There exist many studies addressing the analysis and forecasting of numerous financial and macroe-
conomic indicators, e.g., interest rate forecasting, currency exchange rate prediction, and stock market prediction. Obviously, financial field is
the most suited environment for applying economic research directions, taking into consideration maintaining the financial domain safety and
security is an important concern in such research [20].

As a result of 2008 global recession and its significant influence in economics worldwide, several stakeholders; governments, financial insti-
tutions, and academic researchers have begun to pay their attention to scientific methodologies in predicting real economic activity and as-
sessing their economic growth through monitoring popular economic indicators such as Gross Domestic Product (GDP) and inflation rate.

Moreover, governments applied their research results as economic policies that actively influence economies through interest rates, deficits,
current accounts, and other regulatory policies. As a result, many governments maintained strong economic models that predicted the poten-
tial impacts of applying their economic policies as well as global economic concerns. Additionally, business owners and investors who are
looking for competitive benefits within the world economy, maintained similar economic models to observe and predict emergent chances in
economies where growth will, hopefully, outperform inflation. Because of economic indicators forecasting vital presence on the world econ-
omy, accurate quantitative forecasting models are urgently required. Many research works have been developed in forecasting economic indi-
cators aiming to build a precise economic model for their country. Survey on Economic Indicators Prediction using Artificial Intelligence
Techniques.

What to predict, and How to predict; two main questions we are trying to answer in this survey. Many techniques have been applied in pre-
dicting different economic indicators such as the traditional time-series forecasting techniques and the fundamental and technical analysis
techniques. This research aimed to help decision-makers in achieving steady growth of the economy by managing their countries’ inflation
and money supply efficiently, thus the main focus in this survey is monitoring and predicting the behavior of popular macroeconomic indica-
tors such as Gross Domestic Product (GDP), inflation rate, currency exchange rate, and interest rate since that price stability is the primary
objective of many governments in their macroeconomic goals. Moreover, price stability has a direct impact on the country’s citizenry cost of
living as well as standard of living [34].

The importance of this research stemmed from preventing the occurrence of any further economic crisis by efficient forecasting the economic
conditions in the country. Also, a secondary objective is to provide the decision-makers additional economic tools to assess the country’s de-
velopment state, also to measure the impact of their decisions on the country’s activity [2]. In the next sections, the paper will explain two
main directions; the first direction is the different techniques used in predicting popular economic indicators, while the second direction will
focus on the adoption of economic indicators in predicting the economics growth or predicting other special economic variables that affect
the country citizenry living.

This research is structured as follows, section 2 will introduce the popular economic indicators types and classification. Section 3 will discuss
the popular adopted forecasting models. Section 4 will introduce the survey on the adopted techniques in predicting popular economic indica-
tors; Gross Domestic Product (GDP), inflation rate, currency exchange rate, and interest rate. Section 5 will discuss the adoption of popular
economic indicators in predicting the economics growth or predicting other special economic variables, and finally section 6 the conclusion
and future work.

2 TYPES OF ECONOMIC INDICATORS

In the economic field, many classifications have been established to categorize the economic indicators, i.e., economic indicators can be
grouped into leading, lagging, and coincident economic indicators [37]. Another classification is based on the indicators’ frequencies that
varied from one to another; some indicators classified as daily, others were monthly, and several indicators were classified as quarterly. In the
same context, the prediction period were classified into shortterm, medium-term, and long-term predictions, according to their impact on
economic growth. In this survey, we have followed the popular grouping of economic indicators into lagging, coincident, and leading indica-
tors. Referenced to a specific economic condition that decision-makers are studying, economic indicators can be categorized into:
e Lagging indicators: these indicators are lagging the current economic conditions and based on the previous performance of the eco-
nomic, such as Consumer Price Index (CPI), i.e. inflation or interest rates.
e Coincident indicators: such indicators are changing simultaneously with any change in the economic activity, such as the GDP and
labor statistics.
e Leading indicators: these economic indicators can be used in predicting future economic performance, e.g., newbuilding permits, re-
tail sales, and net business formations.

The aforementioned economic indicators are not the only indicators, many economic indicators are counted, e.g., Currency Strength, Une

ployment rate, Income/Wages, Federal funds rate, Corporate Profits, and Balance of Trade, and other indicators. Not all the indicators are
important, however, governments after wide a survey on different economic indicators, select the most important indicators for their econom-
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ic growth to invest in monitoring and building prediction models. It is worth mentioning that, some of these indicators affect other indicators,
and others directly impact economic growth.

3 DISCUSSION ON FORECASTING MODELS

The need for developing prediction methods are widely occurring in different aspects in our life including technology, economy, science,
politics, business, engineering, industry, medicine, sport etc. Existence of a good forecasting model brought benefits to economy like provi-
sioning of lower cost services and products, increasing the customers” satisfactions, and performing a significant competitive benefit in the
market [29]. Obviously, prediction is a daily action in our planning [29]. Thus, prediction errors may exist and have crucial impacts on many
directions in our daily life, e.g., decision-making, risk assessment, profits and investment justification, real-time systems, etc. [29]. So, mini-
mizing the prediction error is an essential task in such critical systems for experts regardless the applied prediction technique.

In today’s modern world, economists are looking for appropriate and improved models for managing and predicting of all economic
indicators. Artificial intelligence techniques are among those methods that have gained economists’attention because of its very good predic-
tive ability over conventional statistical and mathematical models [39].

The most known models in forecasting economic indicators including linear, exponential, quadratic, and the extrapolation based model
such as Holt-Winters forecasting method. It was observed that, developing socioeconomic systems was managed under the existence of un-
certainty conditions and partial observability of the functioning processes. This leads to considering the socioeconomic processes as funda-
mentally non-linear, and so helped in formulating the forecasting models appropriateness using neural networks [6].

Artificial Neural Network (ANN) is a computational model simulated the human brain structure and work, also it is commonly used in
prediction. The main difference between ANN and other models is the ability to solve complex and non-linear problems. In the past decade,
using ANN in forecasting has gained a huge interest that contributed significantly in research activities. Moreover, for non-linear variable,
ANN has achieved good prediction accuracy better than other well known methods [2].

Time-series forecast, is another popular prediction technique that has been widely used in many research. Based on the adopted tech-
niques, time-series forecast can be divided into different categories that used stochastic models, Artificial Neural Networks (ANN), and Sup-
port Vector Machines (SVM) [1].

Regression models are considered as the general categories of forecasting models. In the fundamental regression model, the variable of
interest is represented by a single function containing explanatory variables. Thus, regression analysis can be defined as the process of esti-
mating the value of the dependent variable using the explanatory variables. Accordingly, the regression model showed how explanatory va-
riables affect the dependent variable. It is worth mentioning that, the fundamental tool for economic analysis in the past and even today is
regression analysis.

In the work presented in [23], the authors discussed the importance of implementing short- and medium-term forecasting models of
macrconomic indicators in the field of macroeconomic research. The purpose of their implementation was to detect the new trends in the
development of a particular region or a whole country. The article presented the author’s concept of developing scenario variant predictions
based on simulation regression and factor models. The authors then proposed a hybrid approach to forecasting the socio-economic develop-
ment indicators using neural networks. Thus, the constructed Hybrid Intellectual Economic System (HIES) allowed for short-term and me-
dium-term forecasting of a set of indicators in all areas of socio-economic activities of the Russian Federation in different scenarios, e.g.,
different levels of oil prices. Moreover, the authors discussed the importance of their proposed model in handling the instability of the mod-
ern economy.

Large-scale experiments were carried out in the system, and more than 600 indicators were forecasted. Because of the proposed hybrid
approach, the presented system and the adopted method of forecasting allowed the extension of the Russian Federation available socioeco-
nomic development indicators for the qualitative prediction. Furthermore, the constructed HIES can also be used by employees of scientific
institutions, expert researchers of the federal and regional ministries, departments, and major corporations in their daily work.

In the work presented in [35], the authors developed a decision support system named Horizon that allowed to predict the socioeconomic
status indicators’ of the Russian Federation and the regions based on a hybrid model. The developed system included mainly a regression
model combined with several intellectual predictive models. This system allowed modeling the indicators’ future value, based on the scenario
conditions set by an expert. The main functionality of the Horizon system was based on hybrid forecasting models developed for the Russian
economy indicators [23].
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These indicators were set by an expert that characterized possible scenarios of a country’s development. Additionally, the adopted devel-
opment technology allowed the system to fast respond to changes in problem statements and solve the identified problems. The designed
adaptive network module based on the fuzzy inference system made the system more adaptive and self-learning.

The developed system included modules for various indicators that characterized the Russian Federation socioeconomic situation; ma-
croeconomic indicators, foreign economic activity indicators, labor and employment, population standard of living indicators, financial sector
indicators, research and innovation indicators. For each set of indicators, regression-forecasting models were developed that represented the
systems of interrelated equations. As a result of the research, hybrid forecasting models were developed for 70 indicators within the Horizon
system framework. As a result of adopting neural network, 7 indicators were improved, this improvement proved the practicability of adopt-
ing this approach. Moreover, 4 system modules were implemented to allow registration, upload data, access to resources for building a mod-
el, assess the quality of data, as well as building models of interconnected regression models and ANNSs.

In [3], the authors adopted neural networks as a forecasting tool for the strategic development of regional socioeconomic system. Differ-
ent forecasting methods have been tested using the Astrakhan region’s socioeconomic development within the period 2014 - 2015. Moreover,
a comparative evaluation has been conducted on the effectiveness of the developed methods. The adopted initial data was collected from the
Gross Regional Product (GRP), the Consumer Price Index (CPI), industrial production volume, the number of investments in fixed assets, the
scope of construction work, gross agricultural product, the average monthly salary, and the unemployment rate in 2001 - 2012.

The obtained results illustrated that the exponential-based model achieved the most optimistic forecasting results for developing the re-
gional socioeconomic system, while the neural network-based model achieved the most objective forecasting results. The obtained errors in
the neural networks-based model was due to its inherent non-linearity and self-learning characteristics. However, neural network-based mod-
el has shown a higher degree of objectivity in the the forecasting results compared with other forecasting methods.

In [27], the authors tested a number of different techniques in the stock market returns prediction. Technical analyst attempted to perform
stock market prediction by tracing the generated patterns from the studies performed on the stock charts that described the stock market his-
torical data. While fundamental analyst studied the difference between the stock current value and basic value and decided their investment
on the existence of estimated potential benefit. In traditional time-series, the prediction has been made by creating linear prediction models to
trace patterns in historical data. However, these techniques have been unsuccessful trials in the prediction task due to the complex dynamics
of the stock market. Thus, the authors confirmed that the adoption of emerged techniques based on Artificial Intelligence (Al) technology
such as Artificial Neural Network (ANN) could have better results in prediction than the aforementioned techniques.

In [20] the author addresses the financial time-series forecasting. They studied the currency exchange rate as one of the most challenging
tasks in the temporal mining research area. Due to the studied data characteristics; non-linearity, noisy, stationary, uncertainty and hidden
relations, the authors proposed a hybrid model using statistical approach with data mining techniques instead of single models that have been
proposed before. Three models have been investigated, namely, EXP, ARIMA, and ANN. Firstly, the daily exchange rate of the Euro against
the Sudanese pound (SDG) in the Sudanese market (SDG-EURO) were fed to the three models. This adopted dataset was collected from the
bank of Sudan in the period from July, 2016 to December, 2016.

The authors considered two methods to combine individual forecasts produced by the three models EXP, ARIMA, and ANN models; ad-
ditive and linear regression methods to combine linear and non-linear models. This consideration explored the best model for solving time-
series forecasting problems.

Two types of measures were used to evaluate the hybrid forecasting model performance. The first type was statistical measures including
Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and
Standard Deviation (SD). The second type was the similarity fitting test including the Cumulative Distribution Function (CDF), this metric
was used as a visual metric that differentiate between the practical fittings of model observations and the normal distribution of the data.

Toward comparing the performance of different models, the authors followed the following steps in the performance evaluation, first, the
arithmetical outcome of each individual model was tested as benchmark model, then first fitting for the benchmark (EXP, ARIMA, and
ANN), to forecast the currency exchange rate, individually. Finally, the arithmetical outcome of the set of aforementioned hybrid models. The
authors performed performance comparison between the six models (ARIMA, ANN, EXP, ANN, ANN-EXP, ANN-ARIMA, and the ANN +
EXP + ARIMA) according to the five evaluation criterias (RMSE, MSE, MAPE, MAE, and SD). Each method was run five times, and the
standard deviation was calculated. As a result, the performed analysis confirmed that the MAPEs performance are within 2% for all the hybr-
id models. The obtained results indicated that the hybrid forecasting model outperformed the other tested models. Moreover, the hybrid mod-
el was more adequate for non-linear data. Also, the obtained results showed the achieved convergence between the actual and the predicted
values in the hybrid model. This confirmed that the hybrid model was convenient and efficient in predicting the currency exchange rate pric-
es.
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In conclusion, the hybrid forecasting model (ANN+EXP+ARIMA) outperformed single model forecasting results. This observation dem-
onstrated that time-series noise reduction can be reduced by using the weight combination method and so enhance the forecasting
accuracy.

In that context, another hybrid model was proposed that enhanced time-series forecasting accuracy, in [21], the authors proposed a novel
forecasting technique of a time-series using Discrete Wavelet Transform (DWT), the proposed model segregated the time-series dataset into
linear and non-linear components. The proposed hybrid method was inspired by a similar concept stated that a real-world time-series general-
ly composed of linear and non-linear patterns. Firstly, DWT was used to decompose the time-series training dataset into linear and non-linear
parts. Then, the Autoregressive Integrated Moving Average (ARIMA) and Artificial Neural Network (ANN) models were used to predict the
reconstructed detailed (linear) and approximate (non-linear) components, respectively. The proposed hybrid approach integrated the unique
strengths of both ARIMA and ANN models with DWT decomposition capability to improve the forecasting accuracy.

The proposed hybrid method has been tested on 4 real-world time-series; Lynx (annual number of lynx trapped in Mackenzie River dis-
trict (1821-1934)), the exchange rate (weekly exchange rates from British pound to US dollar (1980-1993)), Indian mining (monthly mining
data of India (1981 - 1998)), US temperature (average monthly temperature of Las Vegas (1986-2011)). The obtained forecasting results have
been evaluated against ANN, ARIMA, and Zhang’s model using Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE)
metrics. The experimental results with the 4 real-world time-series demonstrated that the proposed model outperformed the ARIMA, ANN,
and Zhang’s hybrid model in forecasting accuracy.

In [29], the authors proposed a new methodology that combined the best ANN topologies. The proposed model aimed to increase the fo-
recasting certainty as well as decrease the forecasting errors. The authors’ proposal can be applied to irregular short time-series. The proposed
methodology main idea was incorporating more than neural network in the forecasting decision. They claimed that integrating more than one
network could perform better prediction results of future events. Normally, in development ANN forecasting model, many ANNs were
trained while minor variation in the number of neurons in some particular layers. Then, select the most accurate ANN with outperformed
forecasting results as the candidate ANN model. However, the authors proposed methodology improvement was establishing a linear combi-
nation of several accurate networks assigned weights instead of the only winner selection.

The proposed methodology was verified on 3 different datasets; the Serbian Gross National Income time-series, the municipal traffic
flow for a particular observation point, and the daily electric load consumption time-series. The proposed models performance evaluation has
been carried out using various performance criteria and statistical tests including RMSE, MAE, MAPE, and MSE. A quantitative comparison
have been performed to evaluate the accuracy of the proposed methodology against similar methodologies. Moreover, a series of additional
forecasting experiments have been conducted. The achieved experiments have included the ARIMA modeling along with a combination of
ANN and linear regression forecasting model.

The obtained results concluded that a linear combination of the most 3 accurate ANN forecast models could predict more accurately and
with more confidence the future changes trend than other tested models, e.g., individual ANN forecasts, ARIMA forecasts, and hybrid ANN-
linear regression forecast models. These obtained results outperformed other forecasting models in most cases. It was shown that, the com-
bined model can significantly improve individual neural networks forecasting accuracy, regardless of their topologies. This proved the pro-
posed methodology applicability. The authors concluded that the proposed method applicability could be applied to other Al models, as well
as different ANN topologies.

In this section, a discussion has been carried out on exploiting popular forecasting techniques in economic indicators prediction propos-
als. Also, the adoption of ANN in many scenarios has been presented. In the same context, the hybrid model concept including ANN and
other techniques has been presented. The main objectives were to highlight the main and the well-known techniques that are commonly used
in prediction as well as their variants and alternatives.

4 ECONOMIC INDICATORS PREDICTION

In this section, a comprehensive discussion of various economic indicators that are directly proportional to country’s economic growth. Some
of these related work are case studies for specific countries that mapped to the mentioned country’s economic status, and other works ex-
plained general indicators models that can be applied in any country regardless of its economic status.

4.1 Stock market

Obviously, the stock market can be defined as the place where a company shares or stocks are traded. Stock market main components are the
primary market and the secondary market. In the primary market, the investors introduced their new issues to the market through Initial Pub-
lic Offerings. While in the secondary market, the investors traded their owned securities. It is well known that the stock market is characte-
rized by a highly fluctuating behavior as well as its non-linear time-series data. A time-series can be explained as a set of data that measured
over time with equal intervals to get the value of an activity [15]. Linear time-series models such as AR, ARMA, ARIMA [43] have been
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widely used for stock market forecasting. However, these models usuallywork only for a particular company time-series data, i.e., the defined
model can not apply on other companies data.

Because of the stock market uncertainty nature, stock market prediction became a difficult task in such fluctuating environment, it had a
high risk compared to other sectors. Thus, applying deep learning models in financial forecasting become essential in this context [16]. It is
worth mentioning that deep neural network named after using Artificial Neural Network (ANN) architecture in deep learning models. ANNs
are capable to learn and generalize from past learned experience.

In [26], the authors presented the stock market prediction using different deep learning architectures. The authors discussed that the
stockmarket data prediction and analysis played an important role in today’s economy. Various algorithms have been used on stock market
forecasting, these algorithms were categorized into linear, e.g., (AR, MA, ARIMA, ARMA) and non-linear models, e.g., (ARCH, GARCH,
Neural Network). Moreover, the authors adopted 4 popular types of deep learning architectures; Multilayer Perceptron (MLP), Convolutional
Neural Network (CNN), Recurrent Neural Networks (RNN), and Long Short-Term Memory (LSTM) for predicting a company stock price
based on the available historical data. The authors adopted two different stock markets closing price data; India National Stock Exchange
(NSE) and New York Stock Exchange (NYSE). The proposed deep network model was trained with a single company stock price from NSE
and predicted for five different companies from both markets NSE and NYSE.

It has been observed that CNN model outperformed other models, although CNN was trained with NSE data, it was able to predict for
NYSE. The obtained results compared with the ARIMA model showed that neural networks-based models outperformed linear-based model,
e.g., ARIMA.

In [44], the authors tested various Al techniques in stock market prediction. Before achieving their objective, the authors started with a
simplified problem: predicting the price trend, i.e., whether the prices will increase or decrease in the next n days, using the stock prices and
volumes in the past m days. For this classification problem, a set of classification techniques have been adopted on a specific stock prices
named "MSFT", e.g., Bayesian Network, Logistic Regression, Simple Neural Network, and SVM with RBF kernel. After obtaining the pre-
liminary results, the authors attached the technical indicators to the aforementioned predictors and predicted the prices exact change in the
next n days. In their experiments, they adopted other stock data for training and testing and presented their results using "*AEB™ stock. In
each trial, they partitioned the data into training and testing sets with the ratio 9: 1 with randomly shuffle. Then, the Mean Squared Error
(MSE), and the Prediction Error Rate (PRE) were adopted to evaluate different regression models, i.e., whether the price change will increase
or decrease.

The authors adopted Alpha Vantage API to access 82 randomly chosen stocks time-series data that were traded at NYSE. The API pro-
vided an access to the intra-day time-series, daily time-series, weekly time-series, and monthly time-series data. The authors focused on
short-term prediction, thus, they adopted the daily time-series data including daily open price, close price, low price, high price and the daily
volume.

The authors explained that obtained preliminary results discovered that past prices were not a good predictor for the problem they are
tackling. Thus, the authors introduced more predictors into the problem. They added 13 of the most used indicators with the daily time-series
data. So a total of 19 predictors in each time-step. Using these additional predictors, helped in predicting the change in stock price for the
next n days.

In addition to the mentioned prediction models, they also implemented the LSTM (long-term-short-term memory) model for prediction.
The model was widely used in various Natural Language Processing (NLP) tasks. This model was characterized by incorporating the concept
of saving the past data in a time-series, this suggested that it could be useful in predicting stock prices [7]. As a result, they achieved almost
70% prediction accuracy for stock price trends.

In [17], the authors proposed a machine learning-based model for stock market price prediction. The proposed model represented the
integration of Particle Swarm Optimization (PSO) and Least Square Support Vector Machine (LS-SVM) algorithms. The authors adopted
PSO algorithm to optimize LS-SVM that predicted the daily stock prices.

Obviously, the proposed model was mainly relied on the historical data and the associated technical indicators. In this model, the PSO
algorithm selected the best parameters combination for LS-SVM. This selection aimed to avoid over fitting and local minima problems and in
order to improve the prediction accuracy. The proposed model was implemented and evaluated using 13 financial datasets and compared with
Acrtificial Neural Network (ANN) model with a Levenberg-Marquardt (LM) algorithm.

The proposed model was tested for different companies that covered many sectors in the S&P 500 stock market, such as financial, in-
fomation technology, health care, energy, communications, etc... The obtained results showed that the proposed model outperformed LS-
SVM and others compared algorithms. The integrated LS-SVM-PSO model achieved the lowest error value followed by a single LS-SVM,
while the ANN-BP algorithm was the worst one. This ensured that the proposed model has a better prediction accuracy than other algorithms,
also, it ensured the PSO algorithm potential in optimizing LS-SVM.

In [24], the authors employed the Extreme Learning Machine (ELM) as emerging supervised learning in designing a trading signal min-

ing platform that predicted the stock price using market news and stock price data sources concurrently. They adopted Basic ELM (B-ELM)
and Kernel ELM (K-ELM) as the core algorithms in their platform for information integration and to predict the stock price movement. A set
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of experimental comparisons had been conducted between ELM core algorithms and the state-of-the-art learning algorithms, e.g., Back Prop-
agation Neural Network (BPNN) and Support Vector Machine (SVM). The conducted experiments have been performed on the intraday in-
tervals using 23 stocks data in the H-share market (i.e., H-share market regulations in 2001 defined the trading sessions from 10: 00 to 12: 30,
and from 14: 30 to 16: 00) and the selected stocks’ historical news.

The obtained results showed that (1) both kernelized ELM and SVM outperformed BPNN and the B-ELM in terms of prediction accu-
racy and prediction speed; (2) K-ELM achieved the same accuracy as the kernelized SVM (i.e., RBF-SVM) and (3) K-ELM outperformed the
kernelized SVM (i.e., RBF-SVM) in the prediction speed. Moreover, the authors carried out the proposed trading strategy simulations with
the signals, the achieved results showed that in the presence of more accurate trading signals, the proposed trading strategy could gain more
profits with less risk.

In [40], the authors explored the benefits of using of Deep Deterministic Policy Gradient (DDPG) in optimizing stock trading strategy
and so maximize investment return in the complex and dynamic stock market. The authors selected 30 trading stocks with their daily prices
from 01/01/2009 to 09/30/2018 as the training and trading market environment. They trained a deep reinforcement learning agent and got an
adaptive trading strategy using the 30 stock trading data. The trained agent’s performance evaluation was compared against two baseline
benchmarks; the Dow Jones Industrial Average and the traditional min-variance portfolio allocation. The proposed DDPG approach outper-
formed the two baseline benchmarks in terms of cumulative returns and Sharpe ratio.

In [31], the authors presented a stock trading recommender system based on an optimized genetic algorithm, namely Symbolic Aggre-
gate approXimation (SAX). The proposed system adopted the stock price dataset in mining the temporal association rules to generate stock
trading recommendations. The performance of the system was optimized using Genatic Algorithm (GA). The proposed system was validated
on 12 different datasets on stocks from two different markets; an emerging market (India) and a mature market (the United Kingdom). For
each stock, the system was validated over three-time frames. Based on the defined objective functions for identifying the optimal temporal
association rules, two different variants of the proposed system were presented.

From the obtained results, it was observed that the proposed system significantly outperformed the buy-and-hold strategy. The pro-
posed system was able to learn patterns from the stock price data and to execute profitable trades resulting in higher profits than that generat-
ed by the traditional strategy. Hence, it can be said that the proposed stock trading recommender system can be successfully used to generate
stock trading recommendations that can help any one in a successfully trading in the stock markets.

In [25], in the same context; portfolio management, where an optimal asset allocation at a different time for high return as well as
low risk. The authors explored several categories of portfolio management approaches including "Pattern-Matching"”, "Follow-the-Winner",
"Follow-the-Loser" and "Meta-Learning Algorithms". They explained that deep reinforcement learning is the combination of "Pattern-
Matching" and "Meta-Learning" and can somehow capture the different patterns of market movements in the presence of limited observed
data and features, also it can self-improve its performance.

The authors implemented three state-of-art continuous reinforcement learning algorithms, Proximal Policy Optimization (PPO), Deep
Deterministic Policy Gradient (DDPG), and Policy Gradient (PG) in portfolio management. PPO has interesting properties that are hopefully
potential in portfolio management. They adopted different settings for performance evaluation, including different learning rates, feature
combinations, objective functions in order to provide insights regards parameter tuning, features selection, and data preparation. Moreover,
the authors conducted intensive experiments in the China Stock market and showed that PG was more desirable than DDPG and PPO in the
financial market, although both of them are the state-of-art learning algorithms. Furthermore, the authors proposed Adversarial Training me-
thod and showed its great impacts on promoting the average daily return and the Sharpe ratio.

4.2 Interest Rate

Interest rate is one of the important lagging indicators of economic growth. It represents the cost of borrowing money; it is mainly related to
the federal funds rate. Federal fund rate represents the rate at which money is lent from one bank to another and is determined by the Federal
Open Market Committee (FOMC). It is well known that this rate changes as a result of economic and market events.

In [9], the author proposed and developed a hybrid model for forecasting the 3-month T-bill interest rates. The proposed model struc-
tured in two stages; Multiple Regression and Fuzzy Inference Neural Network model. In the first stage, the authors adopted multiple regres-
sion analysis that reduced the number of the used variables while keeping only the variables that are highly correlated with interest rate and
also have strong prediction ability as well. In the second stage, the selected variables from the first stage were fed to the Fuzzy Inference
Neural Network model for performing the future interest rate returns prediction. The proposed model adopted 20 different variables, includ-
ing economic indicators and non-linear historical interest rate data in the regression analysis. The data used for training the model covered the
period from June, 1960 to January, 2011 in a quarterly basis, for a total of 208 data points.

The authors demonstrated that all the existing research in this context was based on either technical or fundamental factors, i.e., fac-
tors that are determinants of the future returns (e.g. various economic and financial variables). The authors stated that the combination of the
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aforementioned factors differentiate their work from other existing works to get more precise results. Moreover, the authors illustrated that a
Differential Evolution-based (DE) Fuzzy Inference Neural Network was utilized to mitigate the drawbacks of the Artificial Neural Networks
(ANN). As a result, the proposed hybrid model with its techniques provided an outstanding prediction system to the mentioned conventional
statistical techniques.

The authors performed their proposed model experiments using 5 fundamental and 2 technical factors as input to the second stage,
i.e., the Fuzzy Inference Neural Network for interest rate returns prediction. The obtained results from the first phase showed that the signi-
ficance level was much less than 0:05 (5% false-positive rate), while R2 = 0:9377, this implied that the model provided a good fit (R =
0:9683, adjusted R2 = 0:9351). For performance evaluation, the proposed model achieved a good performance with an Root Mean Square
Error (RMSE) value of 0:3877.

In [18], the authors demonstrated the recession forecasting in the period 2007 to 2009. They compared the interest rate spreads using
neural network against regression models in the prediction. The authors explained that recent research agreed on the important role that the
spread had in predicting real economic growth e.g., real Gross Domestic Product (GDP), Real Total Business Sales (RTBS), and industrial
production. Moreover, the authors stated that spread can also forecast consumption and inflation. The authors mentioned that the monthly
average yield on the 10 year U.S. Treasury Bond and the monthly average yield on the 3 month U.S. Treasury bill were the interest rate va-
riables that constructed the spread in their proposal.

Both datasets were obtained from the Federal Reserve Economic Data (FRED) database of Saint Louis Federal Reserve Bank, and the
variables used in describing the the U.S. economy recession was monthly data of RTBS. It is worth mentioning that, the adopted variables
were reported by the Bureau of Economic Analysis and U.S. Department of Commerce and known as real manufacturing and trade sales. The
authors stated that RTBS was one of the indicators that predicted recessions with correlation of 0:99 to the real GDP. Furthermore, RTBS
provided monthly data series, while the real GDP was reported quarterly that represented fewer observations.

The experimental work illustrated that the adopted neural network modelwere trained using data from April 1969 to December 2005
and tested on data from January 2006 to November 2007, while the regression models were trained on data from April 1969 to November
2007 and tested on data from December 2007 to June 2009. The authors evaluated the proposed model performance using the R-squared and
Mean Square Error (MSE) of in-sample model estimations as well as out-of-sample testing and out-of-sample forecasts. The obtained results
showed that the neural network models outperformed the multiple regression models; this ensured the superiority of adopting neural network
models over regression models in the prediction.

4.3 Currency Exchange Rate

Recently, many forecasting models have been proposed and applied in forecasting several currency exchange rate. Existing forecasting mod-
els can be classified in two main categories, qualitative and quantitative models [22]. Timeseries models is considered as one of the most
important quantitative models in forecasting currency exchange rate.

In time-series models, historical observations (of the same variable) were collected and analyzed for training the developed model.
Then the prediction process achieved using the trained model. This modeling approach was successfully applied in case of few knowledge
was available from the data generating process or when there was no satisfactory relational model between the prediction variable and other
explanatory variables [22].

In [36], the authors presented the adoption of ANN in forecasting the US Dollar (USD) / Indian Rupee (INR) exchange rate. Because
of the existing unpredictability behaviors and data volatility in current markets, many research groups paid their attention to predict the cur-
rency exchange rates using various techniques. Moreover, ANN as one of the well-known forecasting models, has recently shown its applica-
bility in time-series analysis and forecasting as well. The authors aimed to examine many important neural network factors impacts on in-
sample fit and out-of-sample neural networks forecasting capabilities, e.g., number of inputs nodes, number of hidden nodes, and the training
sample size.

The authors discovered that the number of input nodes has a great impact on the forecasting performance over the number of hidden
nodes, moreover, a large number of observations reduced the forecasting errors. Furthermore, both in-sample fitting and out-of-sample pre-
dictive performance have been evaluated using three metrics, Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean
Absolute Percentage Error (MAPE). The authors adopted the random walk model as a benchmark for comparison. Random walk model used
the current observation to predict the next one since it is a one-step forecasting model. The obtained results showed the robustness of ANN
model towards the achieved changes in the models structures, also, ANN model could easily handle the inaccuracy and the non-linearity de-
gree in the trained data.

In [5], the authors applied Artificial Neural Network (ANN) in predicting Indian Rupee (INR) exchange rates against four other cur-
rencies such as Pound Sterling (PS), United States Dollar (USD), EURO and Japanese Yen (JYEN) using their historical data. The data used
in this study for the foreign currencies was made available for Reserve Bank of India. A total of 1205-day data were considered, 80% out of
the data was used in training and the remaining 20% for evaluating the trained model. Five different ANNs based models using existing learn-
ing algorithms were considered in order to evaluate the general performance of each algorithm in different problems as follows:
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GD: traingd- Batch gradient descent

GDM: traingdm- Batch gradient descent with momentum
GDA: traingda- Variable Learning Rate Back-propagation
RP: trainrp- Resilient Back propagation

LM: trainlm- Levenberg-Marquardt

The Back Propagation Neural Network (BPNN) algorithm was chosen for this application, since it is capable of solving variety of
problems and it was commonly used in forecasting. The performance evaluation of the proposed forecasting technique was carried out using
popular statistical metrics; RootMean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE).

The obtained results showed a remarkable difference between the performances of the different learning algorithms, it was observed
that GD, GDM, and GDA algorithms were very slow. Also, the results showed that RP and LM algorithms consistently performed better than
other models for all currencies. However, LM based model converged quickly and also has smaller MSE for all currencies. Furthermore, the
authors explored that a well-designed network structure played a great role in the forecasting performance. It is worth mentioning that BPNN
could be used in foreign exchange rate accurate prediction, thus decreasing the risk of making unfair decisions.

In [30], the author demonstrated the adoption of deep learning models in predicting the top-traded currencies ex-change rates. The
author applied ANN, Support Vector Regressor (SVR), Long Short-Term Memory (LSTM), and Neural Network (NN) with one and two hid-
den layer neurons to predict the multi-currency exchange rates. The adopted models predicted the exchange rate of the world’s top-traded
currencies; USD/GBP, USD/EUR, USD/AUD, USD/JPY, USD/CAD, USD/CHF, USD/CNY, USD/SEK, USD/NzD, USD/MXN and
USD/INR from the daily currency exchange rate data collected in the period from 1980s to December 2018 (30 - 39 years). The authors ob-
tained the data from investing website from appx. 30 - 39 years’ data for each currency with more than 11250 total data. The obtained data
was partitioned into training and testing data into the proportion of 80-20%. After performing the models training, the outcomes were pro-
foundly promising. The performance evaluation results showed that the prediction model average accuracy exceeded 99%. The authors in this
research proved the applicability of using deep learning in multi-currency exchange rates prediction.

In [42], the authors proposed a deep learning-based model in forecasting foreign currency exchange rate. The authors incorporated
event sentiments in the proposed model to achieving accurate prediction, since the exchange market is a volatile market that always affected
by the ongoing social and political events. Moreover, the authors considered in their exchange forecasting model other volatile factors that
had highly impacts e.g., gold and crude oil prices since the currency market is heavily dependent upon them. The proposed model was tested
over 3 currency exchange rates; British pound sterling to US dollar (GBP/USD), Hong Kong Dollar to' US dollar (HKD/USD), and Pak Ru-
pee to US dollar (PKR/USD).

The proposed model used the daily exchange rate data ranging from early 2008 to late 2018 taking into consideration additional ex-
planatory factors in the prediction model such as crude oil prices and gold price index. Moreover, the authors also explained the importance
of incorporating investor’s sentiment to local and foreign events for accurate exchange rate forecasting. The events were divided into global
and local event; local events like Hong Kong Protest (2014), Pakistan Lahore Blast 2016, UK Brexit, while global events were US Election
2012. It isworth noting that, around 5:9 million tweets were processed to extract considerable events’ sentiment.

The proposed model validity was tested against linear regression and support vector regression models. For performance evaluation,
MAE and RMSE were the most commonly used metrics in evaluating the foreign exchange rate prediction accuracy. The obtained results
without sentiment showed that the proposed deep learning-based model outperformed the commonly used statistical techniques in the predic-
tion of foreign currency exchange rate. Moreover, the authors compared the predicted exchange rate results in the presence of sentiments with
linear model as well as support regression model. The comparison results showed that deep learning-based methods outperformed other me-
thods. Moreover, incorporating sentiment analysis in the proposed model enhanced the prediction results.

As a conclusion, incorporating the social media sentiment related to events happening in the US in the prediction model contributed
significantly on the currency exchange rate prediction accuracy of Hong Kong, Pakistan, and the UK. Thus, these countries are affected by
mega-events happening across borders.

In [11], the authors aimed to achieve two objectives; the first objective was to explore the deep neural networks prediction accuracy in
currency exchange rate compared with the well-known models of neural network and time-series analysis. The main key feature in using the
deep neural network model was its ability to learn abstract features from raw data. This feature suggested that deep networks may achieve
good prediction results in foreign exchange rates based on the available raw time-series data.

In this research, the authors adopted raw exchange rate data of US dollar against developed countries currency e.g., Euro (EUR/USD),
British Pound (GBP/USD), and Japanese Yen (USD/JPY) as input features to the model. The authors adopted data from 2000 to 2015 in train-
ing and testing the proposed models. Preliminary results using the dailyclosing exchange rates and three major currencies suggested that in-
deed deep convolution networks outperformed other existing methods. For emerging currency markets, the authors adopted the exchange
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rates of Eastern Partnership (EaP) countries e.g., Armenia, Azerbaijan, Belarus, Georgia, Moldova, and Ukraine to US Dollar: AMD/USD,
AZN/USD, BYR/USD, UAH/USD, GEL/USD, and MDL/USD. The proposed models were trained for each dataset for daily, monthly, and
quarterly predictions.

Furthermore, the authors explained that their research was focused on adapting deep neural network models for predicting currency ex-
change rates in emerging markets as a second objective. The authors claimed that in EaP countries’ economies, the stability if the currency
exchange market considered as one of the most important indicators in achieving sustainable development and growth on those countries.
They added that accurate exchange rate prediction was critical concern in formulating a robust monetary policy on those countries.

In achieving the first objective that aimed to perform a better exchange rate prediction on the macroeconomic level, the authors in-
cluded the real sector economic indicators e.g., (GDP growth, unemployment, wages), current and capital account, public and private foreign
debt, capital flows, international variables (interest rates and price ratios), and others. Furthermore, they considered some additional factors
including money growth, fiscal growth, and a measure for the degree of political instability and market liberalization. However, the authors
discovered that because of the emerging markets volatility as well as its political instability as in the case of EaP economies, improving the
exchange rate prediction models was particularly a challenging task to achieve.

In performance evaluation, the authors adopted the following baseline models: random walk model, two time-series models (ARIMA
and ETS), and a single-layered neural network model. The adopted models parameters were tuned by cross-validating the parameters ranges.
The authors intended to use Stacked Long Short Term Memory (LSTM) deep network for exchange rate prediction as well.

Preliminary results confirmed that in the developed currency market, the proposed deep neural network model achieved significantly
higher prediction accuracy than the baseline models. For emerging currency market, the authors also proposed a novel set of input features
that may help improve the prediction accuracy of such models.

The same authors in [12] presented the usage of deep convolution neural networks in predicting directions of change in foreign ex-
change rates. They demonstrated the significant contribution of deep neural network that outperformed time-series models and neural net-
works when the inputs to the models are the raw data. The authors claimed time-series models provided point estimates for short-term predic-
tion currency rates, while econometric models worked well for long-term predictions. Furthermore, the obtained time-series prediction accu-
racy were with acceptable error levels but were unreliable in predicting the change direction.

The authors explained that when using raw Forex rate data as inputs, a multilayer perceptron with a single hidden layer had the same
aforementioned problem. Moreover, they claimed that both Support Vector Machines (SVM) and neural networks with single hidden layers
did not perform significantly well as classifiers even when using derived input features such as moving averages. It is worth mentioning that,
using moving average as derived feature were widely used in the financial statistics since they are able to filter out random noise. In their
experiments, the authors used 3 different time-series datasets of the daily closing currency exchange rates between 3 popular currency pairs:
Euro and US Dollar (EUR/USD), British Pound and US Dollar (GBP/USD), and US Dollar and Japanese Yen (USD/JPY) for training and
testing their models. The adopted currency pairs were the most and highly traded currencies in the Forex market.

The authors defined the baseline models using a naive method, two time-series models (ARIMA and ETS), and a single-layered neural
network. The authors named the adopted naive method as Majority Class (MC) model, in which the the majority class in the training set was
predicted as the output for any test example, i.e., the class of a test example was predicted as 1 if the exchange rate direction increased in at
least 50% of the training examples, and O otherwise. The time-series models (ARIMA and ETS) provided the exchange rates point estimates
that predicted the change direction. The ANN model had a single hidden layer contained 10 hidden neurons performed good results.

Although the authors” main objective was to predict the exchange rate direction, they trained the baseline models to provide point esti-
mates. Thus, for a fair comparison, the authors trained the ANN and SVM models as classifiers using the true direction of change as output
labels. Also, they trained the deep networks as classifiers as well. Moreover, to improve the classification accuracy, they adopted derived
features as inputs in training the models e.g., moving averages. For discrimination, they referred to the ANN model trained on Moving Aver-
ages as ANNMA to differentiate from the ANN model trained on raw time-series data.

For performance evaluation, the authors presented the prediction MAPE of ARIMA, ETS, and ANN for the 3 currency pairs. They illu-
strated that the baseline models were poor in predicting the exchange rate change direction although they achieved relatively low absolute
errors for point estimates. Furthermore, the point estimates classification accuracy that were obtained by the baseline models (MC, ARIMA,
ETS, and NN) varied between 40% and 60% using raw time-series data. This indicated that they were not significantly different from random
guesses. Also, the adopted classifiers ANNMA and SVM that were trained using derived features (moving averages) achieved classification
accuracies around 65% better than aforementioned models. Moreover, the proposed deep convolution neural networks resulted in more than
75% average classification accuracies. As a conclusion, the performed experimental results showed that deep convolution neural networks
achieved significantly higher classification accuracy in predicting the change direction in foreign exchange rates.
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In [6], the author stated that any exchange rate movements and forecasting studies should include explanatory variables from the pay-
ments balance current account as well as capital account. The authors in this work included such explanatory factors to forecast the value of
the Indian Rupee against the US Dollar. They mentioned other factors that should also be considered in the forecasting process like political
instability that can impact direct foreign investment as well as portfolio investment.

The authors adopted ANN-based models and time-series econometric models as two different forecasting models classes. In ANN-
based models, they adopted the Multilayer Feed Forward Neural Network (MLFFNN) and Non-linear Autoregressive Neural Network with
Exogenous Input (NARX). While in the time-series econometric models, they adopted Generalized Autoregressive Conditional Heteroske-
dastic (GARCH) and Exponential Generalized Autoregressive Conditional Heteroskedastic (EGARCH) techniques.

The authors explained the added features values that enhanced the future exchange rate movements forecasting task. First, they used the
daily exchange rate data and the other explanatory variables, no macroeconomic variables have been added. Then, they adopted explanatory
variables such as forward rate that were represented in term of current account and capital account factors. The authors incorporated explana-
tory variables that reflected the economy instability in terms of economic, political, and financial. After that they defined multivariate frame-
work that incorporated machine learning techniques and econometric techniques. The defined framework enabled them to compare the effi-
ciency of these two types of forecasting models. Finally, the authors implemented the NARX model.

The authors performed their experiments using daily exchange rate data within the period from 1:1:2009 to 8:4:2016 with 1783 obser-
vations. These data were partitioned into training, validation, and testing dataset 70%; 15% & 15% respectively. Moreover, they defined the
Rupee Dollar exchange rate (FX1) as the dependent variable. Also, they defined the Rupee-Dollar futures exchange rate (FX4), Dow Jones
Industrial Average returns (DJIAR), NIFTY returns (NIFTYR), Hang Seng returns (HSR), DAX returns (DR), Crude Qil Price (COP), CBOE
VIX (CV) and India VIX (V) as the independent variables.

The authors explained the adoption of the independent variables as follows; the NIFTYR represented daily returns from the Indian
stock market, DJIAR and DR represented returns from the western part of the world, and HSR represented returns from the eastern part of the
world. Moreover, the authors included CV and IV measures of Implied Volatility to control the relative uncertainty in the Indian market vs the
US market. The authors mentioned that COP was included to represent the current account in the payments balance since it was the single
largest import item of India. As a conclusion, both the current account and capital account variables have been included, along with measures
of volatility.

For models performance evaluation, Mean Squared Error (MSE) and Correlation Coefficient (R) have been used, also for statistical
significance, Jarque-Bera test has been conducted. From the obtained results, it was observed that the actual exchange rate and the predicted
exchange rate are very close in the model training, validation, and testing. Furthermore, the authors observed a linear trend between the actual
and the predicted exchange rate. This linearity justified the proposed model efficiency.

The obtained predictive model statistics; MSE and R values showed a high R values and a small MSE values for training and testing
dataset as well. This observation implied that MLFFNN architecture could be used in currency exchange rate prediction using independent
variables e.g., FX4, DJIAR, NIFTYR, HSR, DR, CV, COP and IV.

The authors calculated MSE and Theil Inequality Coefficient using actual and obtained forecast values for quantitative assessment of
the forecasting accuracy. The obtained results showed that both MSE and Theil Inequality Coefficient were significantly low. Furthermore,
the conducted t-Test statistic proved that ANN-based models performed better than time-series GARCH models in terms of MSE values.

In [22] the author proposed an alternative forecasting technique to the traditional hybrid ARIMA-ANNs models for financial time-
series forecasting. The proposed model incorporated the Artificial Neural Networks (ANNs) and the AutoRegressive Integrated Moving Av-
erage (ARIMA) for financial time-series forecasting. The authors discussed that the most popular hybrid models were the hybrid techniques
that decomposed the time-series into its linear and non-linear components. Moreover, the authors stated the main limitation in the traditional
hybrid models that they have some assumptions that may degraded their performance if the opposite situation occurred, moreover, they may-
be inadequate in some situations.

Despite the popularity of using hybrid models, the authors believed that they were not always perform well since the model selection
process remained an important step. The authors stated that the proposed model did not require any assumptions in the modeling process.
Therefore, in the proposed model, it can be guaranteed that the performance of the proposed model will not be worse than either of its com-
ponents individually, in contrast to the traditional hybrid ARIMA-ANNs model.

The proposed model divided into two stages. The first stage aimed to perform linear modeling; therefore, ARIMA model was used to

model the linear component. The residuals from the first stage were the non-linear relationships that linear model did not able to model them,
and also the linear relationships that linear model did not able to model them completely. The second stage aimed to perform non-linear mod-
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eling. So, a multilayer perceptron was used to model the linear and non-linear relationships existed in the residuals from the first stage and
the original data.

The authors adopted 3 datasets; Indian Rupee versus United States dollar exchange rate dataset, it was obtained from FX database for
the period from January 6, 1994 to July 10, 2003, for a total of 497 observations. The second dataset was British pound and United States
dollar dataset contained the weekly observations from 1980 to 1993, having 731 data points in the time-series, and finally the Euro and Unit-
ed States dollar dataset contained the daily observations from March 2005 to March 2006, giving 365 data points in the time-series. All the
adopted datasets were divided into in-sample and out-of-sample as training and testing datasets.

In the in-sample performance evaluation i.e., training phase, the proposed model was evaluated against the neural network, linear au-
toregressive, and the random walk models as baseline models. The adopted datasets were the weekly Indian rupee versus the United States
dollar (INR/USD), the weekly British pound versus the United States dollar (BP/USD), and daily Euro against the United States dollar (Eu-
ro/USD) exchange rates respectively. The obtained results showed that the proposed model outperformed the neural network, the linear auto-
regressive, and the random walk models in RMSE as well as MAE metrics.

The out-of-sample performance evaluation of the proposed model was evaluated against Zhang’s hybrid ARIMA- ANNSs, neural net-
work, linear autoregressive, and the random walk models as baseline models. The aforementioned exchange rates datasets were used respec-
tively. The obtained results were also outperformed the baseline models in both RMSE and MAE metrics in INR/USD, BP/USD, and Eu-
ro/USD exchange rates cases. Finally, the obtained empirical results in both weekly and daily exchange rate forecasting confirmed the effec-
tiveness of the enhanced hybrid model in improving the forecasting accuracy performed by the traditional hybrid ARIMA-ANNs models.
Therefore, this model can be used as an alternative model for exchange rate forecasting, particularly when higher forecasting accuracy was
needed.

In the work presented in [38], the authors discussed the Gross Domestic Product (GDP) as one of the most important indicators of eco-
nomic growth, welfare, and health. The authors aimed in this study to investigate the possibility of adopting ANN with feed-forward back-
propagation learning techniques in GDP prediction based on non-economic data. In achieving this objective, different architectures of neural
network models have been adopted. For optimum ANN model, the authors tested different ANN models with more than one hidden layer and
more neurons. Some of the parameters were kept constant while the hidden layer and neuron numbers were randomly changed by trial and
error in the developed models.

4.4 Gross Domestic Product

The Gross Domestic Product (GDP) is considered as the main index in measuring the economic development of a country and region. There-
fore, GDP future expectations could be the primary indicators for investments, wages, em- ployment, profits, and even stock market activi-
ties. The importance of GDP prediction stemmed from many reasons related to GDP as an economic indicator. GDP is considered to be a
main pillar for the economic development strategy, planning, and a variety of macroeconomic policies. GDP can reflect a country’s develop-
ment level, a country’s health, and standard of living. So it is urgently needed to predict GDP in a scientific method and forecast GDP pre-
cisely [41].

In the work presented in [38], the authors discussed the Gross Domestic Product (GDP) as one of the most important indicators of eco-
nomic growth, welfare, and health. The authors aimed in this study to investigate the possibility of adopting ANN with feed-forward back-
propagation learning techniques in GDP prediction based on non-economic data. In achieving this objective, different architectures of neural
network models have been adopted. For optimum ANN model, the authors tested different ANN models with more than one hidden layer and
more neurons. Some of the parameters were kept constant while the hidden layer and neuron numbers were randomly changed by trial and
error in the developed models.

The following performance metrics were used for ANN training evaluation including Value of correlation coefficient (R), Root Mean
Square Error (RMSE), Coefficient of Determination (R2), Logarithmic Transformation Variable (e). Many experiments have been performed
on the developed models, and according to the obtained results, it was observed that among the developed ANN models, the feed-forward
back-propagation technique provided the best optimal ANN model. Therefore, ANN can be used as GDP estimation model based on non-
economic parameters and the authors proved this observation with quite good and satisfactory results.

In [19], the authors adopted ANN in forecasting Turkey GDP. The authors explained that GDP consists of a composite of dependent and
independent macroeconomic variables. Thus, they adopted the following dependent and independent variables; Gross National Product
(GDP), Resident Household Consumption (RHC), Time (T), Government final consumption expenditure (GFCE), Gross fixed capital forma-
tion (GFCF), Stock Exchanges (SE), Goods and Services Expenditures (GSE), and Import of Goods and Services (IGS). In their study, data
have been drawn from the Turkish Statistical Institute website, 52 data pieces have been used for each variable covering 13 years from 1998
to 2010 in quarterly basis. The adopted data was splitted into 20% for testing and 80% for training, this randomly created 4 different groups.
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For performance evaluation metrics; RMSE (Root mean square), MSE (Mean Square Error), and MAPE (Mean absolute percentage er-
ror) were used as they are commonly used in prediction evaluation. The authors tested several ANN models with different training and learn-
ing functions. The obtained results concluded that using the ANN model inforecasting GDP has improved the forecasting performance of
macroeconomic indicators.

In [27] the author explored the positive relationship between the country’s economic growth and the stock market development. They
adopted ANN as a predictive tool versus the statistical method of multiple regression analysis. The authors illustrated Nigeria’s economic
growth represented by GDP as a function of key stock market indicators including Market Capitalization (MC), All-Share Value Index (AS-
V1), Number of Deals (ND), Total Value of Shares Traded (TVST), and Inflation Rate (IR). They aimed in their work to examine the ability
of ANN in the prediction of GDP and compare the prediction accuracy of ANN against the traditional prediction technique of multiple linear
regression analysis.

The authors adopted quarterly data with a sample period from 1990:Q1 to 2009:Q4. This was to ensure enough data points for the anal-
ysis. The data were obtained from the Central Bank of Nigeria and Nigeria Stock Exchange (NSE) official reports and publications. The perfo
mance evaluation has been carried out in two parts; the first one was to evaluate the correlation between GDP and the independent stock mar-
ket indicators. And the second part was to evaluate the prediction capabilities of the two models (Regression model, ANN model) using eval-
uation metrics e.g., Root Mean Square Error (RMSE), Mean Square Error (MSE), Mean Absolute Error (MAE), Mean Absolute Percentage
Error (MAPE), and Normalized Mean Square Error.

In [41] the authors aimed to enhance the prediction accuracy Anhui province GDP using an improved Back Propagation (BP) neural
network. The improved BP model was proposed to overcome the shortcoming of the traditional BP neural network e.g., the local minimum
and slow convergence speed, etc. The improved BP neural network was proposed using the momentum factor, steepness factor, adaptive
learning rate, and optimized genetic algorithm that overcame the aforementioned shortcomings in the sense that, the momentum factor im-
proved the training speed and avoided the local minimum problem. Also, the the convergence speed have been improved using the steepness
factor and adaptive learning rate as well. The proposed model was compared against the traditional BP model and other models, such as AR-
MA and SVR model. The obtained prediction results showed the proposed model superiority over the alternatives on both RMSE and MAPE.
It also showed that the proposed model has the good predictive ability in forecasting Anhui province GDP.

In [39] the author demonstrated the prediction of GDP development in Eurozone countries until the year 2025. The authors applied
neural networks looking for the GDP growth time-series in the period 1960 to 2015, then based on the obtained results, they estimated the
GDP growth of Eurozone countries until the year 2025. Radial Basic Function neural network (RBF) and Multiple Perceptron Neural network
(MLP) with different structures were selected in 'the prediction process. The selected neural structures exhibited satisfactory numerical cha-
racteristics and were equivalent to expert evaluations of GDP development.

The authors aimed to achieve the best selection of ANN and GDP development prediction of Eurozone countries. Based on the con-
ducted analysis, the RBF 1-10-1 network was determined to be the best since it exhibited satisfactory numerical characteristics, i.e., minimal
residues, also it came substantially close to the possible GDP development that was achieved by expert analysis. From the obtained results, it
can be stated that the RBF models appeared to be the most useful tool for predicting GDP.

In [8], the authors proved that Japan GDP growth can be calculated using "“Hybrid ANN"’ rather than multiple regression models. The
author demonstrated that a hybrid ANN model outperformed both filtered multiple regression models and simple multiple regression model.
The authors adopted 12 independent variables for their hybrid modeling and observed that not all of the 12 independent variables were signif-
icantly impacted the model. Thus, non-significant independent variables have been removed from the model. As a result, some of the factors
that affected Japan’s GDP growth have been defined and have proven the hybrid ANN model efficacy over multiple regression models.

The authors in [13] aimed to forecast Albania’s GDP. They designed an ANN model equipped with the Genetic Algorithm (GA) as a
learning algorithm instead of the traditional gradient descent, called the "“neuro-genetic"” model. They adopted 10 factors that affected Alba-
nia’s GDP forecasting. The authors adopted GA to train the weights of different ANN architectures, then compared the output of these models
and find the best ANN architecture that achieved GDP forecasting with high accuracy.

The accuracy of GDP forecasting using ANN model depends on the variables selection that were included as input to the network.
These variables were collected from three categories; economic variables, financial variables, and variables from surveys. The neuro-genetic
forecasting GDP growth accuracy was evaluated against real GDP growth using Mean Forecasting Error (MFE), Mean Absolute Error
(MAE), Tracking Signal (TS), and Mean Square Error (MSE). The obtained results showed that the forecasting model tended to slightly over-
forecast, with an average absolute error of 0:195.
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4.5 Inflation Rate

The Consumer Price Index (CPI), i.e., the inflation rate reflects the increased cost of living. The CPI is calculated by measuring the costs of
essential services and goods, including vehicles, professional services, medical care, clothing, shelter, transportation, and electronics. Then,
inflation is determined by the average increased cost of the total basket of goods over a period of time.

In [10], the authors presented a new approach that forecasts the inflation rate precisely considering the financial markets non-linear na-
ture and complex behavior. The authors introduced a hybrid model that attempted to forecast the inflation rate in the presence of subtractive
clustering technique and a fuzzy inference neural network. The authors aimed from this integration was to overcome the individual metho-
dologies shortcomings. The authors started to select macroeconomic factors to predict the CPI historical data from the US markets. This se-
lection has been carried out in three stages; the first stage involved performing a literature survey on macroeconomic variables, as a result a
list of the candidate macroeconomic and financial variables have been generated. After that, the financial expert started to choose the most
widely used and significant variables. At the second stage, rules identification was performed by applying the subtractive clustering algo-
rithm. In the final stage, the generated rules in the second stage were fed to the Fuzzy Inference Neural Network. The authors aimed at these
three stages to forecast the CPI prices change in coming periods.

In [32], the author demonstrated the adoption of ARIMA model in forecasting the Kingdom of Bahrain inflation rates since it is one of
the most widely used methods in forecasting time-series data. The authors explained their steps in defining the ARIMA model and its usage.
The first step towards model selection was to differentiate the time-series data to achieve model stability. Once this process was completed,
they examined the correlation to specify the AR and MA components orders. It is worth mentioning that, choosing the AR and MA compo-
nents orders were achieved based on personal judgment since no clear cut rules were defined in deciding the appropriate orders of AR and
MA components.

Thus, experience played a vital role in this step. The next step was to estimate the tentative model followed by achieving diagnostic
check. The diagnostic testing was usually done by generating a set of residuals and testing these residuals whether they satisfied the white
noise process characteristics or not. In the case they are not satisfying, respecification the tentative model is urgently required and the process
repeated again; this time from the second stage. The process might proceed until an appropriate model was identified. After following these
steps, they considered only the AIC as the criteria for choosing the best forecasting model for Bahrain’s inflation rate, and so, the ARIMA
(0; 1; 1) model was accurately selected.

The used data for evaluating the prediction model was the annual inflation rates in Bahrain in the period from 1966 to 2017 and was col-
lected from the World Bank. The authors in this research decided to forecast inflation rate in the Kingdom of Bahrain for the upcoming period
from 2018 to 2027 and the defined model with accurate fitting results was selected.

The authors presented the ARIMA (0; 1; 1) as the selected model. The achieved diagnostic check indicated that Bahrain inflation series
was | (1). In performing the stability test on the selected model, the authors confirmed that the chosen ARIMA (0; 1; 1) model was stable and
suitable for predicting inflation in Bahrain over the period under study since the corresponding inverse roots of the characteristic polynomial
lied in the unit circle. Furthermore, they performed some statistical measurements, indicating that the inflation series was non-symmetric and
positively skewed indicating the normal distribution characteristic in the inflation series.

The forecasting results obtained in the period from 2018 to 2027 showed that Kingdom of Bahrain inflation rate was expected to be
around 1:5% in the next 10 years (approximately 1:5% by 2020). This proved the existence of price stability in the Kingdom of Bahrain and
this was predicted over the next decade. Finally, the authors confirmed that ARIMA (0; 1; 1) model was the stable and the most suitable mod-
el to forecast Kingdom of Bahrain’s inflation rate in the coming ten years.

5 USING ECONOMIC INDICATORS IN ECONOMIC GROWTH PREDICTION

In this section, multiple research adopted economic indicators as predictors to country economic growth. Some research used a combination
of multiple indicators. Other researches predicted new economic variables that impacted the country’s economic growth.

In [2] the authors demonstrated the prediction of the Indonesian economic growth using macroeconomic variables that considered as a
good indication to the country economical state. They proposed time-series forecasting model based on ANN to predict economic growth
using economic indicators’ historical data such as GDP constraint price, government total expenditures, total investment, export, and import.
The authors performed many experiments that tested multiple ANN configuration in order to select the best ANN architecture. They eva-
luated the tested configurations accuracy using MAPE metric. Moreover, MSE metric was used to measure the error in the training process
represented by the average error between the actual outputs and the desired targets. As a result, the best ANN archi- tecture configuration was
5-11-1 12N +19, the selected architecture achieved a good fit model with error in training equal 0:001537, and 95:81% forecasting accuracy
represented by the average error between the actual outputs and the desired targets. As a result, the best ANN architecture configuration was
5-11-1 (2N +1), the selected architecture achieved a good fit model with error in training equal 0:001537, and 95:81% forecasting accuracy.
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In [14] the author demonstrated the importance of forecasting energy consumption especially electricity demand. They explained that,
recently an extremely increase in the electricity demand has been noticed since the world became more populated and as more electrical ap-
pliances dominated in the people’s daily lives. Thus, different forecasting tools have been applied to predict future electricity demand. In this
work, the authors adopted Multiple Layer Regression (MLR) in modeling Turkey’s annual gross electricity demand. They also adopted ANN
models using multiple descriptor variables such as population, inflation percentage, GDP, unemployment percentage, average summer tem-
perature, and average winter temperature.

It was observed that, population and GDP among the other variables were the major factors that affected the electricity demand, while
average summer temperature and inflation percentage had minor effect. Moreover, the authors discovered that other factors like unemploy-
ment percentage and the average winter temperatures were insignificant in determining the electricity demand from 1975 to 2013. So, they
excluded the inefficient data between 2007 and 2013 from the dataset, and adopted the time-series ANN models to predict the significant
descriptor variables in these years. The adopted ANN models were trained by the data from 1975 to 2006. Then, the authors constructed the
MLR and the ANN model to simulate the adopted variables predicted values. The authors validated the proposed models by forecasting the
electricity demand between 2007 and 2013.

The obtained results from the aforementioned experiments showed that the ANN model prediction accuracy outperformed the official
predictions (published by the Ministry of Energy and Natural Resources of Turkey). However, the MLR model prediction accuracy was un-
acceptable. This proved the successful validation that have been achieved on the applied ANN modeling approach.

The authors applied a similar electricity demand forecasting procedure in the period from 2014 to 2028 using the statistically significant
descriptors’ values. They simulated ANN model to forecast the electricity demand for the future years using the adopted descriptors’ pre-
dicted values. The obtained results showed that in 2028 the electricity demand will be doubled reaching over 460 TWh. To conclude, the au-
thors in this work discovered the significant influence of the statistically descriptor variables on the electricity demand. Thus, the proposed
models can be implemented in other countries for accurate predictions in the future.

In the work presented in [34], the authors examined the relation between economic growth and inflation in Nigeria within the period
from 1961 to 2016. In addition, the study estimated the inflation threshold as well as inflation rate forecasting in the same period. The study
employed Granger causality test, Autoregressive Distributed Lag (ARDL), ARIMA, and a multivariate time-series Vector AutoRegressive
(VAR) models. The obtained results from Granger causality test showed that there is no causality relationship between economic growth
granger and inflation in both directions during the study period. Furthermore, the authors in their study attempted to adopt VAR and ARIMA
methodologies inforecasting the inflation rate. The obtained results showed that VAR achieved a high degree of accuracy in forecasting the
inflation rate in Nigeria. The study concluded that achieving of 14% inflation threshold would improve the Nigerian economy and put it on a
stable growth path. Using an accurate inflation level forecasting would help policymakers in maintaining their economic effective policies.

6 CONCLUSION

The main objective of this research was to assist decision makers in their economic strategic planning by providing additional economic indi-
cators to assess their countries economic state and to measure the impact of their effective policies and decisions on different economic ac-
tivities. The paper summarized popular economic indicators and explained different techniques used in predicting popular economic indica-
tors as well as using these indicators in predicting the economic growth or predicting other economic variables that affect the country’s citi-
zenry living. The importance of this research stemmed from predicting and preventing the occurrence of an economic crisis that could take
place again in the near future by efficient forecasting of the economic conditions in the country.
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